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Key content in this chapter

* Will study linear codes in greater detail by applying
elementary linear algebra and matrix theory

* including an even simpler method for calculating the
minimum distance.

* Theoretical background required includes

* Topics such as linear independence, dimension, and row
and column operations

* Linear space on a finite field



7.1 Matrix Description of Linear Codes

* Given alinearcode C €V = F*and letdim(C) = k. A
generator matrix G for C is defined as a k X n matrix,
in which the row vectors are a basis of C.

e Example 7.1

* The repetition code R,, over F has a single basis vector
u, =11...1, soit has a generator matrix ¢ = (11 ... 1)



Example 7.2

The parity-check code P, over F has basis 1 -1

u,, ..

., U, whereeachu =¢e,-¢e,interms ,_| ! -1
of the standard basis vectors e,, ..., e, of |

I/, so it has a generator matrix G

We have proved u,, ..., u,, are linearly independent in Example 6.4

€1 = (10 OO) ups = e — e, = (10 . 0= 1)
e; = (01..00) u, =e, —e, = (01..0-1)
n = (00..01) U,_1=€e,.1—¢e,= (00..1-1)

a=(a,a;..0,_10,) EP, m) a+a;+--+ay,+a,=0

=

m) d=-—(atayt+-+ayq)

ajuy + auy + - tan_q Uy g = (105 ..ay_; —(a; +ay + - +ay_q))

= (aqa,y ...a,_1a,) = a




Example 7.3

A basis u; = 1110000, u, = 1001100, 1110000
u; = 0101010, u, = 1101001 for the q = 1 001100
binary Hamming code H, was given 0101010¢0

1 101 0 01

in Example 6.5. So, this code has a
generator matrix G.

Recall: How to construct the code fora=a,a,asa,

Let the code word u = u;u,usu,usu U, Uy + Us + Ug + Uy = 0

Bits u; =a;, Us;=a,, Ug= a3, and u; =3, Uy +uz +ug+u; =0
Bits u,, u,, u, for checking, determined by U +us+us+u, =0

A Y [y
o) o) ) e ) s

+a2 +a3 1 +a4 = a2+a3+a4 =1 Us |=u




Encoding of Source

* Given alinearcode C €V = F™ and let dim(C) = k.

e Then the k-dimensional vector space A = F¥ can be
regarded as a source

* Encoding of source A = F¥ is a linear isomorphism A —
CCV=F"(aeAw~uce€ (C)given by the matrix G

u=a6
*a=ay..aisaword
* U =1uUq..Uyisacode-word
* Thus encoding is multiplication by a fixed matrix

 Example 7.4

* The repetition code R, hask=1,s0A=F!'=F.Eacha=a
€ Aisencodedasu=aG =a..a € R,.

G=(11..1)




Example 7.5

*fC=B,thenk =n—1,s0A=F"1 .
e Each a = dq ... dq € A is encoded as G = ( ! . -
u=aG =a;...a,,a, B

wherea =-(a,+..+a,,),s0);a;, =0

(a1a2 e An—1 )G — (alaz e An—1 —(a1 + a, + .- +an_1))
== (a1a2 ...an_lan) = a

a1u1 + azuz + .- +an_1 un_l —_ (a1a2 an_l —(a1 + az + --- +an_1))

— (a1a2 ...an_lan) =a
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Example 7.6 G=(é

*IfC =H,thenn=7andk=4,s0A=F,.
* Eacha=2a,...a, €E Ais encoded as
u=aG € H,.
e For example, a=0110, thenu=aG =(1100110)

m110)(
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00 0 0
1 10 0
L o1 o0|=01100110
1 0 1
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Whether a Vector is a Code Word ?

* Given a linearcode C €V = F™ and let dim(C) = k.
e Want to determine whetheravectorv € Visin C

 C consists of all solutions of aset of n -k
simultaneous linear equations.

* Example 7.7
* The repetition code R,, consists of the vectors v =
vy ... Uy, € V satisfying v; = --- = v,,, which can be

regarded as a set of n - k = n - 1 simultaneous linear
equationsv; —v, =0(i=1,...,n-1).



Two More Examples

* Example 7.8

* The parity-check code P, (which hasn - k = 1) is the
subspace of V' defined by the single linear equation
vy +--+v, =0.

e Example 7.9

* The Hamming code H- consists of the vectors v =

vy ...V, € V = F] satisfying
Vg4 + v5 + vg + v7 =0,
Vo + V3 + vg + v7 = 0,

V1 +v3 + U5 +v7 = 0.



Parity-Check Matrix H for C

* These equations are called parity-check equations

* Their matrix H of coefficients is called a parity-
check matrix for C

* Lemma /.10
* Let C be alinear code, contained in V, with parity-check
matrix H, and let v € V. Then v € C if and only if
vHT =0,
where HT denotes the transpose of the matrix H.



Compute parity-check matrix H for C

* Example 7.11: The repetition code R,,.

vi—v,=0(=1,..,n-1).



Compute parity-check matrix H for C

* Example 7.12: The parity-check code P, .

V4, =0

H=(11 ... 1)



Compute parity-check matrix H for C

* Example 7.13: The Hamming code H.

V4 +‘U5+’Uﬁ-|-1}7=0,
Vo + v3 + vg + vy = 0,

v1 +v3 + v + vy = 0.

0 1 1 11
H=1{0 0 0 1 1
1 01 0 1

o = O
e e T



Dual Code of C

* H can be viewed as the matrix of a linear transformation
h:V - W =Fnk
« v h(v) =vHT
* We have
« C =ker(h) = {v:h(v) = 0}
« im(h) ={h(v):v eV}
e dim(V) = dim(ker(h)) + dim(im(h))
 H hasrank n-k.

e So, n-k rows of H forms a basis of a linear space D € V of
dimension n-k. This linear code, with generator matrix H,
called the dual code of C.
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