Coding and Information Theory
Chapter 4
Information Channels

Xuejun Liang

This is the second lecture of chapter 4



Quick Review of Last Lecture

 Notation and Definitions

* Information channel: Input A (p;) and Output B (g;)

e Binary symmetric channel (BSC)
* Binary erasure channel (BEC)
e Binary channel (BC)

* Forward probabilities (P;;) and channel matrix (M = (P;;))
 Combining two channels T

e Sum and Product Zpipij =4
* The channel relationships =1
* The backward probabilities (Q;;) D;
* The joint probabilities (R;;) Qij = E;P’:j
e Bayes' Formula

Rij = piPij = q;Qij




4.2 The Binary Symmetric Channel

* Binary symmetric channel (BSC)
cA=B=Z,={0,1}.
* the channel matrix has the form

M = Po Pu\ (P P
" \Pp P;/ \P P

forsome Pwhere0 <P <1

* The input probabilities have the form
po = Pr(a =0) =p,
D1 = Pr(a: 1) =D,

forsomepsuchthat0 <p <1



* The channel relationships for BSC=7?
go = Pr(b=0) = pP +pP,
¢ =Pr(b=1) = pP + pP;

writing go = q and ¢; = § we then have
~_, (P P

e Bayes' formula for BSC="?

P pP
Qoo = P —, Qo= —
pP + pP pP + pP
P DP
QUl - —p 3 Qll — —p —
pP + pP pP + pP




* Example 4.4
* Let the input A be defined by puttingp = 1/2
* Probabilities of the output symbols: g, =? And g =?
* The backward probabilities: Qqq, Qo1, Q10, C11,=?

o = pP + pP
Qi =pP +pP
P P P f2)
Qoo = P Qu = P Q10 = i = Qo = pP



* Example 4.5
* Suppose that P =0.8andp =0.9

p.
Qij = —P;;

q;

* Probabilities of the output symbols: g =? And g, =7

Q = pP + pP
Q1 =pP +pP
* The backward probabilities: Qyq, Qo1, @10, @11 =7
_ poFoo _ p1Pio
Qoo = p Q10 p
Qo = poFor O = P
= = _

q1 q1




* Example 4.5 (Cont.)

* Necessary and sufficient conditions on p and P for
Qoo > Q10 and Qo1 > Q11

+ Brample 45 (Cont) P Pl 1
Qﬂ'ﬂ = pﬂPﬂﬂ QIU - p ! PID * Necessary and sufficent conditons on p and P for Q”_ = e—

qdo do Q> Qo Gy > Oy q:[




4.3 System Entropies

* The input A and the output B of a channel T
1
* theinputentropy H(A) = ; log —
(A) % D Iy

1
* the output entropy H(B) = g; log —
( Z 7 gqj

* If b = b; is received, then uncertainty about A is the
conditional entropy

1 1
H(A|bj) = ;Pr (@:16;)108 rro5 = ;ij log 7=

* the equivocation of A with respect to B

H(A|B) = Z:qj (A ] b;) ZQJ(ZQIJlog ) ZZRijlogé;



System Entropies (Cont.)

* Similarly, if a; is sent, then the uncertainty about B is the
conditional entropy

H(Blai)=ZPr(bj|a,;)logPrb ) ZP,_.,log___
_?- 1 .

* the equivocation of B with respect to A
1 1

HB|A) = zi:p,;H(B | a;) = ;pi(;ﬂj log —I__—,;;) = ;;RJ logEj-

* the joint entropy

H(A,B) = ZZPI‘ (ai,b;)log Pr(; o) = ZZR;; log RLJ
i g ’ i '




System Entropies (Cont.)

* If A and B are statistically independent, i.e. R;; = p;q;, then
H(A,B)= H(A)+H(B)  (45)



* In general, A and B are related, rather than independent,
then

H(A,B) = H(A) + H(B| A) (4.6)
H(A,B) = H(B) + H(A | B) (4.7)

 Wecall H(A), H(B), H(A|B), H(B|A), and H(A, B) the
system entropies.



4.4 System Entropies for the Binary
Symmetric Channel

* The input and output entropies for BSC are
H(A) = —plogp —plogp = H(p),
H(B) = —qlogq — qlogg = H(g),
where g = pP + pP.
* Definition: A function f: [0,1] = R is strictly convex,
iffora,b € [0,1]and x =da+Abwith0 <1< 1,
f(z) > Mf(a) + Af(b),

with equality ifand only if x =a or b, thatis,a = bor A =
0or 1.



System Entropies for BSC (Cont.)

* Lemma 4.6

* If a function f : [0,1] = R is continuous on the interval [0,1]
and twice differentiable on (0,1) , with f"(x) <O forall x €

(0,1), then f is strictly convex.

* Corollary 4.7

* The entropy function H(p)
is strictly convex on [0,1].

@
Af (a) + Mf(D)
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Figure 4.5

H(pP + pP) = PH(p) + PH(p)

f(da + Ab) = Af(a) + Af (b)

H(pP + pP) = pH(P) + pH(P)




System Entropies for BSC (Cont.)

 The BSC satisfies
H(B) > H(A), (4.8)

with equality if and only if
p = 1/2 or the channel is
totally unreliable (P = 0) or
reliable (P = 1)

Transmission through the BSC
generally increases uncertainty

A

H(q) H

H(p)

Y

p g=Pp+Pp P 1 p
Figure 4.5

H(pP + pP) = PH(p) + PH(p)

Note in BSC, ¢ = pP + pP
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